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Focus and Scope

TELKOMNIKA (Telecommunication Computing Electronics and Control) publishes six issues per year (February, April,
June, August, October and December). The aim of TELKOMNIKA is to publish high-quality articles dedicated to all aspects of
the latest outstanding developments in the field of electrical & electronics engineering, and computer science from authors
world-wide. Its scope encompasses the engineering of telecommunication, computing, electrical & electronics, and
instrumentation & control, which covers, but not limited to, the following scope:

Communication Engineering: Antenna and wave propagation; Communication electronics and microwave; Communication
network and systems; Compression through intelligent communication; Cooperative and cognitive wireless networks; Design,
modelling and optimisation of photonics devices; Diamond-based photonics devices; Error control coding; Fiber-optic
communication; Global navigation satellite systems; High-speed switching architectures; LDPC coding; MIMO systems; Mobile
content distribution systems; Modal propagation in electromagnetic optical waveguides; Modulation and signal processing for
telecommunication; Multiuser information theory; Nanophotonics; OFDM; Optical networks; Photonic signal processing
technologies; Quantum communications; Radar and sonar signal processing; Radar imaging; Radio communication; Robust
communication of scalable multimedia content; Routing protocols; Space-time coding; Telematics services and security
network; Cognitive radio; Turbo coding; Wideband-CDMA; Wireless and mobile communications; Wireless communications;
Wireless network coding; Wireless positioning systems; Wireless security; Wireless sensor network; Wireless systems;
Wireless, mobile & satellite communications; etc.

Computer Network and System Engineering: Computer and communication networks: planning, implementation,
operation and management of a communications network; Computer control systems design; Micro-controller applications,
designs, programming and integration; Microprocessor, digital and electronic theory and application; Network and systems
security: mechanisms and techniques for the security and privacy of information in the media and systems that transport and
process it; Network communication theory, test, design, and applications; Network implementation and administration;
Operating systems; Project Management; Real-time control networks; Software development and applications; Systems
management: design, installation and management of different types of services and systems, hardware and software
technologies; etc.

Computer Science and Information System: Analog computing; Approximate computing; Big data; Bioinformatics;
Blockchain; Business process; Case studies and experimental and theoretical evaluations; Cloud computing (runtime systems,
parallel and distributed systems, virtualization, and software-hardware interactions); Cognitive systems; Computational theory
and mathematics; Computer architecture; Computer components and interconnection networks; Computer graphics and
computer-aided design; Computer network security; Computer networks and communications; Computer organizations and
architectures (multicores, accelerators, application-specific, processing-in-memory, near-data processing, and datacenters);
Computer science applications; Computer security; Computer vision; Data mining; Data and knowledge level modelling;
Dependable computing; Distributed computing system; Edge computing; High performance computing; Human-computer
interaction; Human-machine interface; Information management practices; Information retrieval; Information search engine;
Internet service architectures; Internet trust and privacy; IT governance; Knowledge based management system; Knowledge
discovery in data; Mobile processing; Multimedia security; Networking technology; New and important applications and trends;
Next generation media; Next network generation; Operating systems; Parallel and distributed computer; Performance
modelling; Performance, fault tolerance, reliability, security, and testability; Pervasive computing; Programming (programming
methodology and paradigm); Quantum computing; Neuromorphic computing; Software developments; Software engineering
(software: lifecycle, management, engineering process, engineering tools and methods); Software systems; Specification,
design, prototyping, and testing methods and tools; Stochastic systems; Virtual/augmented reality; etc.

Machine Learning, AI and Soft Computing: Agent systems; Ant algorithm; Ant colony optimization; Approximate
reasoning; Artificial intelligence; Artificial neural networks; Automated reasoning; Bayesian network; Bayesian statistics;
Biologically inspired computing; Brain emectional learning; Business intelligence; Chaos theory; Chaotic systems; Cognitive
science; Complex systems theory; Computational creativity; Decision support system; Deep learning; Differential evolution;
Early cybernetics and brain simulation; Evolutionary algorithms; Evolutionary computing; Expert system; Functional
approximation; Fuzzy logic; Fuzzy set theory; Fuzzy systems; Genetic algorithm; Genetic programming; Hidden Markov model;
Hybrid neural network; Intelligent controller; Intelligent system; Kalman filter; Machine intelligence; Machine learning
techniques; Metaheuristic; Natural intelligence; Natural language processing (NLP); Nouvelle AI; Neural net systems; Neural
science; Neural systems; Particle swarm optimization; Perceptron; Probabilistic models; Randomized search; Recurrent neural
network; Regression trees; Superintelligence; Support vector machines; Symbolic AI; Swarm intelligence; etc.

Signal, Image and Video Processing: Acoustic and vibration signal processing; Biomedical imaging and image processing;
Biomedical signal processing; Biometrics; Communication signal processing; Compression; Data processing; Detection and
estimation; Digital signal & data processing; Digital signal processing; Earth resources signal processing; Emotion detection;
Environmental signal processing; Facial recognition systems; Feature extraction; Filtering; Forensic voice comparison; Genomic
signal processing; Geophysical and astrophysical signal processing; Handwriting recognition; Image and video compression:
scalability, interactivity, international; Image processing: statistical inverse problems, motion estimation; Image processing;
Industrial applications; Medical imaging equipment and techniques; Multi-dimensional signal processing; New applications;
Emotion and mental state recognition from speech; Optical signal processing; Pattern recognition; Radar signal processing;
Remote sensing; Segmentation; Seismic signal processing; Signal processing systems; Signal processing technology; Signal
theory; Sonar signal processing; Spectral analysis; Speech and audio coding; Speech and speaker recognition; Speech based
emotion recognition; Speech enhancement; Speech modelling and feature extraction; Speech processing, signal processing for
audio; Statistical and multidimensional signal processing; Stochastic processes; Video processing; Visual and performance arts;
etc.

Electronics Engineering: Amplifying electronic signals; Analog circuits; Application-specific polymer optical fibres and
devices; Application-specific silica optical fibres and devices; Bioelectronics; Biomechanics and rehabilitation engineering;
Biomedical circuits; Biomedical transducers and instrumentation; Building blocks and systems; Circuit theory and applications;
Circuits; Complementary metal-oxide-semiconductor (CMOS); Consumer electronics; Design and implementation of application
specific integrated circuits (ASIC); Digital electronics; Electromagnetic theory; Electronic components; Electronic devices;
Electronic instrumentation; Electronic materials; Electronic sensors; Electronic systems; Embedded system; Filters; High levels
design languages; Integrated circuits; Interface circuits; Measurement and acquisition of physical quantities; Medical
electronics; Memristors and memristive circuits; Microcontrollers; Microelectronic system; Microprocessor; Mixed signal circuits;
MOSFET; Network analysis and synthesis; Neuromorphic circuits; Organic field-effect transistor; Oscillators; Phase-locked loop



Electrical Power Engineering: Development modelling and analysis of environmental impact of electric power systems;
Development, stability, availability, reliability and operational safety of electric power system subsystems; Disturbances and
transient phenomena in power systems; Economic analysis in electrical power engineering; Efficient use of energy and energy
conservation; Electric facilities automation; Electric power generation; Electric traction; Electric usage; Electrical apparatus
connected to such systems; Electrical engineering materials; Electrical measurements; Electromagnetic compatibility; Energy
efficiency methods; Energy management; Environmental protection; Establishment of open market environment, risk
management and electrical energy trading; Flexible alternating current transmission system (FACTS); High voltage
apparatuses; High voltage insulation technologies; Lightning detection and protection; Mathematical modelling of power plants
components and subsystems; Deterministic and reliability analysis of operational safety; New power system technologies;
Optimization methods applied to power systems; Power economic; Power electronics; Power generation; Power transmission
and distribution; Power system control and stability; High voltage engineering; Dielectrics and insulation technology; Electrical
machinery; Power quality; Power system analysis; Power system protection; Reactive power control; Reliability theory;
Renewable energy (wind, solar/photovoltaic, hydro, tidal, geothermal, biomass); Smart grid; Micro grid; Distributed
generation; Industrial power systems; Green facilities and industries; Electromagnetic compatibility; SCADA; Theory of power
systems control; Transmission and distribution networks network planning; Transmission and distribution; Utilization of electric
power; etc.

Power Electronics and Drives: Active components; Adjustable speed drives; Advanced power converter topologies; All types
of converters, inverters, active filters, switched mode power and uninterruptible power supplies; Batteries and Fuses; Batteries
and management systems (BMS); Contactless power supply; Control and conversion of electric power in electric machine
drives; Current control for shunt active power filters using predictive control; Current control of AC/DC or AC/DC/AC converters
using predictive control; Current control; Distributed power supplies; Electrical machines; Electronic ballasts and solid-state
lighting; EMC and noise mitigation; EV s battery chargers: contact and contact-less, standards and regulations; Fault
coordination and protection of DC grids; Hard and soft switching techniques; High performance drives; High-voltage direct
current (HVDC); Model predictive control in industrial electronics; Motion control; New applications of predictive control for
power converters; New materials and active devices; Packaging & thermal management; Passive components; Photovoltaic
devices; Power converters for electric vehicles; Power electronics and Applications; Power factor correction techniques; Power
semiconductor devices; Predictive control for power electronics and drives applications; Simulation and animation in power
electronics and drive systems; Special drives; Static Synchronous Compensator (STATCOM); Techniques for controlling,
analysing, modelling and/or simulation of power electronics circuits and complete power electronic systems; Uninterruptible
power supplies (UPS); Vehicles and applications where a movement is created by an electric propulsion system; ete.

Instrumentation and Control Engineering: Adaptive controls; Advanced computing for measurement; Advanced control
techniques; Advanced manufacturing systems; Applications of control theory in industry; Automated guided vehicles;
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Control stochastic; Control theory and applications; Digital control; Distributed control; Dynamic simulation Man/Machine
interface; Fault detection and isolation; Fieldbus technology and interfaces; Hybrid and switching control; Image-based control;
Industrial automation; Linear and nonlinear control systems; Manufacturing systems and automation; Mathematical control
theory; Measurement techniques; Mechatronics; Modelling and identification; Optimization and optimal control; Predictive
Internet of Things (IoT): Applications of the IoT; Authentication and access control in IoT; Channel and traffic models;
Circuit and system design for secure smart objects in the IoT; Circuit and system design for smart objects in the IoT;
Communication systems and network architectures for the IoT; Computation, storage, and network virtualization in Mobile
Cloud Computing (MCC); Emerging IoT business models and process changes; Energy efficient designs of architecture and
device in IoT; Ethics and legal considerations in IoT; Experience reports from the introduction and operation of networked
things in areas such as healthcare, logistics & transport; Green by IoT/Green of IoeT Technology; Identification and biometrics in
IoT; IoT access network technologies and capillary networks; IoT architectures and system such as things-centric, data-centric,
service-centric architecture, CPS and SCADA platforms, future Internet design for IoT, cloud-based IoT, and system security
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sensor networks, machine-type communication, resource-constrained networks, real-time systems, IoT data analytics, in situ
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Retail price prediction

The logistics industry in Indonesia, with PT Pos Indonesia as the dominant
player, is confronted with intense price competition. The challenge lies in
establishing the most favorable price for regional logistics services in every
region, with the aim of gaining a competitive edge and augmenting revenue.
This intricate task encompasses local market conditions, competition,
customer preferences, operational costs, and economic factors. To address this
complexity, this study proposes the utilization of machine learning for price
prediction. The price prediction model devised incorporates the extreme
gradient boosting regression (XGBR), support vector machine (SVM),
random forest, and logistics regression algorithms. This research contributes
to the field by employing mean decrease in impurity (MDI) and permutation
importance (PI) to elucidate how machine learning models facilitate optimal
price predictions. The findings of this study can assist company management
in enhancing their comprehension of how to make informed pricing decisions.
The test results demonstrate values of 0.001, 0.005, 0.458, 0.009, and 0.9998.
By employing machine learning techniques and explanatory models, PT Pos
Indonesia can more accurately determine optimal prices in each region,
bolster profits, and effectively compete in the expanding regional market.

This is an open access article under the CC BY-SA license.
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1. INTRODUCTION

The influence of digital technology developments is a challenge for the largest logistics company in
Indonesia, namely PT Pos Indonesia, the challenges faced by PT Pos Indonesia can compete globally to provide
the best service, one of which is determining the regional best pricing, referring to determining the best price
for products or services in various regions or different geographical areas [1]. The main objective of
determining the regional best pricing is to optimize the company’s revenue and profits by considering relevant
factors such as local market conditions, competition, customer demand, operational costs, and other relevant

factors [2].

Digital technology has changed how customers interact with brands and products, influencing their
preferences and purchasing decisions. Therefore, understanding local consumer behavior is key to determining
optimal prices in various regions. Many recent research have discussed similar problems. Rickert et al. [3]
mentioned that determining regional best pricing involves analyzing the data and information available for
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each region, including sales data, competitor prices, customer demographics, purchasing power levels, local
preferences, and other economic factors. Phillips [4] said that determining regional best pricing often involves
a combination of global price standards applied by the company and price adjustments specific to each region.
Palmatier and Sridhar [5] used factors such as cost differences, level of competition, customer preferences, and
local policies, which influenced price adjustments made in each region. However, Zhang [6] stated that this
isn’t easy to do based on the complex and fluctuating data characteristics, so computing is needed so that every
need in determining the optimal best price is based on relevant factors.

Based on previous research, Chen et al. [7] used extreme gradient boosting (XGBoost), a machine
learning approach to create optimal price prediction modeling in each region based on relevant factors.
According to Zheng et al. [8], machine learning can help identify important pricing factors and provide
appropriate price recommendations for each region using a regression approach. The features used in the
research of Akyildirim et al. [9] include demographic variables, competitor prices, geographic data, customer
preferences, and other factors related to pricing. Ullah et al. [10] used the mean squared error (MSE), root
mean squared error (RMSE), and mean absolute percentage error (MAPE) metrics to measure the performance
of their prediction model. Next, Jain et al. [11] used the best machine learning models to make optimal price
predictions for each region based on relevant factors. Machine learning can solve complex problems such as local
consumer behavior analysis. However, the problem is that the results are difficult for humans to interpret [10].
Fumagalli et al. [12] showed that permutation importance (P1) is another useful method for explainable artificial
intelligence (XAl).

The best pricing of PT Pos Indonesia’s logistics services in different regions could be more optimal,
so it loses sales competition with other logistics providers. The non-optimal price is because PT Pos Indonesia
has not used the best price prediction method in determining the regional best prices, which includes relevant
factors such as the variable total price of competitors, the number of customers, the freight price, the number
of competitors and the product score given by the customer. As a result, the price of logistics services set from
period to period becomes uncompetitive and loses competition with the prices of other logistics service
providers. Therefore, the problem in this study is how to create the best logistics service price prediction model
by including relevant factors that can be used for each region of PT Pos Indonesia to compete with other
logistics service providers. Inspired by the gap that has been explained, our research aims to create the best
regional price prediction for logistics services by including relevant factors with a high level of explanation so
that PT Pos Indonesia can be competitive with other logistics providers.

We suggest using mean decrease in impurity (MDI) and Pl to provide the expected level of
explanation based on relevant factors. We used XGBoost regression (XGBR) to predict the price of logistics
services and compared it with eight other regression models. The model performance is then evaluated using
R-squared, MSE, RMSE, or MAPE. Furthermore, the best machine learning model is used to make optimal
price predictions for each region based on relevant factors. This research uses local consumer behavior data
analysis and machine learning approaches to help companies such as PT Pos Indonesia understand consumer
preferences and behavior in different regions. Finally, we use MDI and Pl methods to improve the interpretation
of PT Pos Indonesia’s local consumer behavior analysis. To the best of our knowledge, no research uses
machine learning to analyze local consumer behavior for optimal regional pricing, especially for logistics
service providers. The contributions of this research are, therefore, as follows:

a. To create an optimal price prediction model for logistics services using XGBR that can be applied in
different regions so that the company can be competitive with its competitors in terms of price.

b.  Produce a logistics services price forecasting model that can be explained by MDI and PlI, illustrating the
sensitivity of the model to various relevant factors.

The remainder of this paper is presented in several parts. Section 2 contains a review of previous
research that supports our findings and the research design and method. The results of our research are
presented in section 3. Finally, section 4 summarises and highlights the main points of our contribution.

2. METHOD

This research aims to determine the optimal regional price using a machine learning model. Machine
learning involves creating and adapting models for data analysis, which allows programs to learn through
experience. Jain et al. [11] performed price prediction using regression models and support vector machine
(SVM), with a high degree of accuracy. In addition, machine learning approaches are also effective for price
comparison. Derdouri and Murayama [13] conducted a comparative study of price estimation using the machine
learning random forest model, achieving 79% accuracy, with RMSE 0.1537 and MAE 0.1139. Gu et al. [14]
achieved 99.1% accuracy with the random forest regression (RFR) model, while Mohd et al. [15] achieved 92.4%
for SVM. In addition to machine learning methods, price prediction can also be done using statistical
approaches. Lu et al. [16] use a stepwise regression statistical model for price prediction.
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We propose a research method consisting of several steps, as shown in Figure 1. First, we collect the
best pricing data. The next step is the data pre-processing stage to identify missing values and transformation.
After data pre-processing is complete, regression modeling will be carried out to determine the best pricing
based on the data and each specific factor throughout the region. Then, the results of the modeling are evaluated
for performance. The final step is to report the research results.

Retail Data 4|: Product by type
Data Collection (1) Amount of product sold Competitor Product

Price Movement

Data Understanding (2) ]47 Exploration Data Analysis (EDA) ""“”‘R‘e"‘"’:;i fj';; ;‘a']‘a‘ws

Features like total_price, number of customers

Pre-Processing Data (3) ‘ are aggregated by their sum
Aggregating data .
Others, such as competitor differences, product

score, unit price, are all aggregated by thier mean

Feature Engineering

* S
Highlighting how the problem can be
Comparing Reg Models solved, and further deriving some
business value through the solution

Mean Absolute Percentage Error (MAPE)

Evaluate the Model (5)

Mean Squared Error (MSE) Permutation Importance

Mean Absolute Error (MAE) Model inability (6)

MDI (Mean Decrease in Impurity)

Root Mean Squared Error (RMSE) I

R-Squared (R2)

Figure 1. Proposed method

2.1. The retail price dataset

Data collection is collecting information or data from various sources for analysis, research, decision-
making, or other purposes [17]. This process is essential in scientific research, providing the foundation for
testing hypotheses and drawing conclusions. In business analysis, data collection helps organizations
understand market trends and customer behaviour. Similarly, it is crucial in product development, project
management, and numerous other fields where informed, evidence-based decisions are necessary.

2.2. Data understanding

Furthermore, data understanding is one of the important stages in the data analysis process. This
involves exploration and initial understanding of the data used in the analysis. The goal of this stage is to gain
a better understanding of the data, including its characteristics, structure, and context.

2.3. Pre-processing

The data pre-processing stage is one of the most important stages in data analysis. This is the process
of preparing data before the data can be used for analysis or modeling. The goal is to clean, tidy, and organize
data so that the data becomes more useful and ready to be used in statistical analysis or modeling [18]. Using
the average to fill in missing values by replacing the missing values with the average of all data in the dataset
column used. The formula is as (1):

— YneNVn (1)

Uy N

where pv is the final result of the data sought, namely the average value of a data group. Then Y,,,cy V;, is the
total of all values in the data group. Add all the numbers together to get this value. Finally, N is the total number
of values in the data group, measuring how much data one has.
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2.4. The prediction model

At the Modeling stage, we carry out retail price prediction using XGBR. We benchmark it with various
regression models such as linear regression (LR), ridge regression (RR), Lasso, RFR, gradient boosting
regression (GBR), AdaBoost regression (ABR), K-nearest neighbor regression (KNR), and super vector
regression (SVR). Regression is a statistical technique to analyze the relationship between two or more
variables. LR is a technique in statistics and machine learning that is used to model linear relationships between
one or more independent variables (predictors) and dependent variables (targets) [19]. RR is a linear regression
technique used in statistics and regression analysis. This is a method used to overcome multicollinearity
problems in regression analysis [20], where the independent variables in the regression model have a high
correlation with each other. This ridge penalty term can also be used for feature selection in some other
research. Lasso regression is a linear regression method used to overcome multicollinearity problems (when
two or more independent variables are highly correlated) and influence feature selection in the model [21].
RFR is a method in machine learning that is used to carry out regression or predictions [22]. GBR is an
ensemble algorithm in machine learning used for regression modeling [23]. ABR is an ensemble algorithm in
machine learning used for regression modeling [24]. KNR is a regression algorithm used to predict the value
of a dependent variable based on the independent variable values of K nearest neighbors in the [25] training
dataset. This is a simple but effective method in case of regression. SVR is a regression algorithm that uses the
concept of SVM to make predictions on regression data [26]. XGBR is a type of ensemble learning, namely a
machine learning method that uses several models simultaneously to improve [27] performance. XGBR
specifically is a boosting type learning ensemble, namely ensemble learning that lines up weak learners serially,
where each weak learner reduces the error from the previous weak learner by optimizing the loss function with
the Newton-Raphson method [28].

2.5. Feature engineering

Feature engineering is a process in which a data scientist or data engineer creates new features
(variables) or changes existing features in a dataset to improve the quality of a machine learning model [29].
The main goal of feature engineering is to create more informative datasets, reduce noise, and enable models
to understand patterns in the data better. Feature engineering is very important in machine learning because
good features can have a big impact on model quality.

2.6. Evaluation metric

The approach used in the final step of this research is based on general statistical assessments, namely
MSE, RMSE, and MAPE [30]. The MSE, RMSE, MAE, MAPE, and R-squared assessments measure the
model’s effectiveness in predicting best pricing. MSE, RMSE, MAE, and MAPE assess model performance,
while R-squared assesses the model’s predictive ability.

2.7. The explainability model

The goal of model explainability is to explain how a machine-learning model makes decisions so that
the model being used can be understood and trusted [31]. In this research, two methods are MDI and PI, to
achieve this goal. MDI is a measure commonly used in decision tree-based models, such as random forests. It
assesses the importance of a feature by evaluating how much the feature contributes to reducing the impurity
or uncertainty in the model’s predictions. In other words, MDI helps identify which features are most influential
in making accurate predictions. At each node in a decision tree, we measure the Gini impurity, which is a
metric indicating how mixed the target classes are within that node. The formula for Gini impurity at a node t
with K classes is:

Gini(t) = 1= Y1 (p(\D)? ()

where p(i\t) represents the proportion of samples from class i within node t. For a specific feature, MDI is
computed by averaging the reduction in Gini impurity across all nodes that use that feature to make decisions.
For instance, if feature X is used in n nodes and Gini(t) is the Gini impurity at node t, then the MDI for feature
X is expressed as (3):

MDI(X) = % Y, Gini(t) ®3)

A higher MDI indicates that the feature is more crucial in making predictions within the random forest
model. Pl is a method used to measure how important each feature is in a machine-learning model [32]. It
observes a feature by randomly permuting the feature’s values. If the model performance fluctuates, the model
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is sensitive towards that feature and insensitive if otherwise [33]. The main goal is to provide an understanding
of the relative contribution of each feature to the model’s ability to make predictions. Let the score baseline be
the model performance score on the original data (without permutation), and the score permuted be the model
performance score after permuting a particular feature. If N is the number of permutations conducted, then the
PI for a feature X can be computed using the formula:

1 .
PI(X) = ﬁ ivzl(scorel(;le)rmutgd - Scorebaseline) (4)

where i is the permutation index.

3. RESULTS AND DISCUSSION
3.1. Result

In the first test, we analyzed the retail price periodically. Here, the total price is aggregated monthly
by summing every value. We plot a regression line between total price and aggregate customers (also summed
up monthly) from the dataset. This can model the relationship between these two variables. Figure 2 shows
the linear relationship between total price and customers. We can interpret the linear relationship objectively
with the R-squared value, which is 0.98. That number is considered very high because it approximates the best
value of R-squared, 1.0. The p-value of the regression line is 0.01, meaning the null hypothesis is rejected. In
regression analysis, rejecting the null hypothesis means there is a significance in the slope of the regression
line and that the two variables are strongly related. In normative terms, the increase in total price is related to
the increase of customers that visit the store.

Total Price vs Number of Customers

total_price

Q 1000 2000 3000 4000 5000 6000

customers
Figure 2. Linear regression and customer per-month analysis; total price vs customers

In the second test, we plot a regression line between the total price and the number of weekends
per month from the dataset to observe the relationship between these two variables. Figure 3 shows the linear
relationship between total price and customers. The R-squared value of the regression line is 0.86. That number
is considered high, however, it is not as high as the previous result. On the other hand, the p-value of the
regression line is 0.01, meaning the null hypothesis is also rejected, which leads to the conclusion that the null
hypothesis is rejected. There is still a significance in the slope of the regression line, while the two variables
are strongly related. In normative terms, the increase in total price is correlated to the increase in the number
of weekends per month of retail.

Analysis of the customer per-month bar chart can be useful for several things, including trend analysis,
churn, market effectiveness, customer planning, and prediction. Figure 4 shows that the most customers were
in November 2017, and the fewest were in January 2017. After conducting data exploration, we carry out the
data pre-processing stage. At this stage, we group data between average and total. The data grouped to calculate
the average is ‘product id,” ‘month year,” ‘compl diff,” ‘comp2 diff,” ‘comp3 diff,” ‘fp1 diff,” ‘fp2 diff,” ‘fp3
diff,” ‘product score,” and ‘unit price.” Meanwhile, the data that is grouped to calculate the total amount is
‘product id,” ‘month year,” ‘total price,” ‘freight price,” and ‘customers.’

After the data has been grouped into average and total, the next step is to calculate the average and
total of the two data groups. The results of these calculations are stored in two variables, namely, product mean
and product sum. Next, after getting the average and total results, the two are combined into one data frame,
which contains information about the average and total based on ‘product id.” The final stage in the feature
engineering process is calculating the logarithm of the variable to be predicted, namely ‘unit price,” and the
results will be stored in the variable y log, which contains the logarithm values from ‘unit price.” The next step
is modelling. At this stage, eight regression models are compared to get the best prediction value. The Table 1
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displays the evaluation value of each regression model. The XGBR model has the best results compared to
other regression models, with an MSE value of 0.0001, MAE of 0.005, MAPE of 0.458, RMSE of 0.009, and
R-square of 0.9998.

Weekly Analysis of Total Price

80k
60k

40k

total_price

20k

0 100 200 300 400

weekend

Figure 3. Linear regression and customer per-month analysis; Weakly analysis of total
Customers per month
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N—— |
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customers

menth_year

Figure 4. Linear regression and customer per-month analysis; customer per-month

Table 1. Regression model performance comparison

Model Evaluation metrics
MSE MAE MAPE RMSE R2

LR 0.1121 0.258 28.193 0.335 0.7243
RR 0.1127 0.263 28.082 0.336 0.7229
Lasso 0.1525 0.333 35.971 0.390 0.6250
RFR 0.0149 0.101 10.212 0.122 0.9633
GBR 0.0016 0.031 3.117 0.040 0.9961
ABR 0.0148 0.097 9.728 0.122 0.9645
XGBR 0.0001 0.005 0.458 0.009 0.9998
KNR 0.1008 0.253 25.286 0.318 0.7520
SVR 0.1503 0.294 34.944 0.388 0.6302

The explainability model stage is to explain and describe why the XGBR model produces certain
decisions and results. The MDI graph in Figure 5 shows the relationship between feature values and their
impact on predicted values. MDI values on the y-axis (vertical) play a crucial role in understanding the
significance of features in the prediction-making process. The elevation of MDI values indicates the level of
importance each feature holds in influencing predictions. Visualized as bars on the graph, each feature’s bar
height signifies the magnitude of its impact. The emphasis should be placed on bars with the highest MDI
values, as these features are deemed the most pivotal in shaping the model’s predictions. Features characterized
by elevated MDI values play a substantial role in minimizing impurity during the construction of decision trees.
Furthermore, a positive MDI value signifies a positive correlation between the feature and the prediction
outcome. In simpler terms, higher values of the feature generally support higher predictions. This analysis aids
in comprehending the pivotal features that contribute significantly to the accuracy of the model’s predictions.
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Mean Decrease in Impurity (MDI)

MDI Values

total_price  compl_diff  customers  comp2_diff fp3_diff freight_price product_score  fp2_diff comp3_diff fpl_diff
Features

Figure 5. MDI summary plot

The PI value serves as a valuable metric for understanding the impact of features on a model’s
performance when their values are randomly permuted. Figure 6 and Table 2 present the PI results, wherein
feature names are arranged based on their weight magnitudes. Subsequently, we compute the maximum and
minimum error values derived from the Pl analysis. It is noteworthy that the features of the highest Pl weight
correspond with the MDI, specifically the ‘total price.” This consistent alignment indicates that ‘total price’
significantly influences both MDI and PI, underscoring its importance in predicting outcomes.

Permutation Importance (PI)

total_price
customers
compl_diff
freight_price
comp2_diff

Features

comp3_diff
fp3_diff
fp2_diff
product_score
fp1_diff

0.0 0.2 0.4 0.6 0.8
Pl Values

Figure 6. Pl summary plot

However, disparities arise when comparing the lowest weight in Pl with the MDI score. While Pl
identifies ‘fpl diff’ as the feature with the lowest weight, MDI designates “freight price’ as having the lowest
MDI value. This discrepancy highlights the nuanced nature of PI, which is inherently model-specific. In In this
particular instance, the model under examination is XGBoost (XGBR), revealing that PI results can be
influenced by the intricacies of the underlying model. A comprehensive understanding of these differences
enhances our insight into how features contribute to model performance, taking into account both MDI and PI
perspectives.

Table 2. The PI result

Weight Feature
0.9896+0.2898 ‘total’
0.1006+0.0450 ‘comp2’
0.0966+0.0172 ‘compl’
0.0845+0.0341 ‘customers’
0.0302+0.0231 ‘comp3’
0.0123+0.0025 ‘product’
0.0119+0.0057 ‘fp2’
0.0084+0.0013 “fp3°
0.0048+0.0022 Freight’

MDI and P1 XGBoost regression-based methods: regional best pricing prediction for ... (Agus Purnomo)



1118 O ISSN: 1693-6930

3.2. Discussion

Several studies have carried out price predictions with various regression models. Shahrel et al. [34]
proved that SVR is better than linear regression in price prediction. Durganjali and Pujitha [35] proposed ABR
for house price prediction. Finally, Bonamutial and Prasetyo [36] demonstrated that RFR is better than KNR
in smartphone price prediction. Our research shows that XGBR has better overall performance than LR, RR,
Lasso, RFR, ABR, KNR, and SVR in predicting retail prices. Our research contribution is an optimum retail
price prediction using XGBR.

In our research, we highlight the different interpretations offered by MDI and PI techniques in
analyzing features. These interpretations, when combined, contribute to a more comprehensive XAl. While
both methods score features based on their contribution to predictive power, MDI goes a step further by
providing insight into the positive/negative impact of each feature. In contrast, Pl offers error values that
indicate the sensitivity of features and their influence on overfitting. Our dual contribution is to improve the
explanation of retail price prediction models through PI techniques and to leverage MDI and PI to analyze
influential features, especially ‘total price’. Our analysis underscores the important role of “total price,” ‘compl
diff,” and ‘customer’ in model development, with ‘total price’ being the most influential. The choice between
MDI and PI depends on the research needs. Overall, the findings emphasize the importance of ‘total price’ in
forming an optimized pricing model. Our research contributions are summarised in Table 3 by comparing them
with state-of-the-art research in retail price prediction.

Table 3. A comparison of state-of-the-art research on the retail price prediction
Explainability method

Reference Prediction model ~ R-squared

MDI Pl
Shahrel et al. [34] SVR 0.6302 x x
Durganjali and Pujitha [35] ABR 0.9645 x x
Bonamutial and Prasetyo [36] RFR 0.9633 x x
Proposed method XGBR 0.9998 v v

4. CONCLUSION

In this study, a regional best price prediction model for logistics services was successfully constructed
using the XGBR and its accompanying explanation model. The aim was to enhance the interpretability of the
price prediction. To compare the effects of various factors on the model’s analysis, XGBR was tested against
LR, RR, Lasso, RFR, GBR, ABR, KNR, and SVR. Additionally, two XAl methods, namely MDI and PI, were
employed. The results of the tests revealed that XGBR surpassed the benchmark method. This was corroborated
by the MSE, MAE, MAPE, RMSE, and R-squared values, which were found to be 0.0001, 0.005, 0.458, 0.009,
and 0.9998, respectively. Furthermore, based on the MDI and PI explanatory models, it was determined that
total price was the most influential factor in predicting the optimal regional best price for logistics services.

This study demonstrates the superiority of XGBR over eight other regression models, establishing it
as the most effective approach. Moreover, it holds practical implications for the logistics industry, enabling
companies to determine the optimal regional best pricing prediction for logistics services. This knowledge
gives them a competitive advantage over their rivals, leading to increased sales and profits.

This study proposes two potential directions for further academic inquiry aimed at enhancing the
precision of regional best pricing prediction as a strategy for gaining a competitive advantage in the logistics
industry. Firstly, we advocate for the utilization of datasets sourced directly from the company in order to
enhance the accuracy and applicability of the model to the company’s specific circumstances. In terms of model
development, we suggest integrating constraint functions to accommodate intricate decision-making strategies
in order to determine the optimal regional best pricing prediction for logistics services. This objective can be
accomplished by implementing evolutionary algorithms, which enable the model to adapt to fluctuations in
market dynamics.
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